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Math 2568, Final Exam - Part 1, Summer 2013

Instructions: On this portion of the exam, you may NOT use a calculator. Show all work. Answers must
be supported by work to receive full credit.

1. Find the polynomial of the form a,t? + a,t + ay = p(t) that passes through the points (1,2),
(2,8), (3, 16). Write the system of equations and matrix for the system. Give the resulting
polynomial. You will need to row reduce the system to echelon form by hand. (20 points)
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2. Find the determinant of the matrix4 = |3 -1 Zlbyany means. (12 points)
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3. Find the QR factorization of the matrix A, given that 4 = l2 _zl and Q = 2/7 —4/7| In
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other words, find R. (8 points)
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4. Find the eigenvalues and eigenvectors of 4 = [_4 5

characteristic equation, and which eigenvalues and eigenvectors go together. (20 points)
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5. Consider the orthogonal basis for R given by {[—1] , [3] , [ -1 H Use the property of
3 1 3

Orthogonality to find the coordinate representation of the vector ¥ = | 2| in this basis. [Hint: no

4
matrices are required.] (15 points)
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6. Compute2A-B'given A=|-1 0 6 |and B=| 0 2 8| (8points)
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7. Find the inverse of C = [; _52] (8 points)
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8. Show that the polynomials f(t) = 1 — 2¢t, and g(t) = 8 + 3t are orthogonal under the inner
product < f,g > = f_zz F(®)gt)dt. (10 points) :
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9. Determine if the following sets of vectors are linearly independent by inspection. Justify your
answer in each (5 points each)
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10. Deteri‘fe if each statement is True or False. (3 points each)

If vectors vy, v, ... U, span a subspace W and if % is orthogonal to each
s/

v, for j=1..p, then ¥ in W".

If y is in a subspace W, then the orthogonal projection of j onto W is y
itself.

A trivial solution means that a non-zero solution exists.

1 * % * 1 * % *
Both|[0 0 =+ *|and [0 1 = *] are matrices in echelon form.
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If A'is a 3x4 matrix, then the transformation x — Ax can be one-to-one
and onto,
If a system of equations has a free variable then it has a unique solution.
If Aisa nx#n matrix, then A is invertible.
If two vectors are orthogonal, they are linearly independent.

The set of all odd functions is an example of a vector space. o %C-VDVCJEV

The vector space I, and R""" are isomorphic.

The null space of a matrix is a subspace of the codomain of the matrix.

= vange

The second standard basis vector &5 in R* is

[Nl ]

If an eigenvalue is repeated p times in\the characteristic equations of a
matrix, then there will always be p linearly independent eigenvectors
corresponding to that eigenvalue.

A matrix is not invertible if and only if 0 is an eigenvalue of A.

If the columns of A are linearly independent, then the equation A% = b
has exactly one least-squares solution.

A least-squares solution of A% = b is the point in the column space of A
closest to b.
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Math 2568, Final Exam - Part 2, Summer 2013

Instructions: On this portion of the exam, you may use a calculator to perform elementary matrix
operations. Support your answers with work (reproduce the reduced matrices from your calculator) or
other justification for full credit.

1. Find a least squares solution for the set of points
{(1,0.7),(2.1,2.5),(2.2,3),(3.2,4.8), (4.9,6.4), (5.6,9.7)} to satisfy the equation y=P0+
Bix + B2x?% . Be sure to write the matrices employed, any equations, and the final regression
function fory. (15 points)
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2. Given the vectors bI lé] and bz = I ‘ find two more vectors orthogonal to these {(and

each other) to make an orthogonal basis for R*, (15 points)
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3. Theset H = forms a basis for R*. Use the Gram-Schmidt Process to

make an orthogonal basis, and then normalize it. (15 points)
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4. Given the basis of W

344 tot+o
R

4]

Yy — o
q‘/:.--a

4- 1

={

V= + 7y withy, =

\\J
1
g F7
xle
¥
-N-
3
1T

REEYR

1
T
o7 T
cl-,,,vﬂ
Yy

i

proj,y. (15 points)
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5. Use an inverse matrix to solve ¢ —5x, + X, + 3x, = —8.. Give the inverse matrix used. You
2x; — %, +6x,; =1

should write the matrix equation to be solved, the solution with the inverse matrix in equation
form, and the final solution in vector form. (8 points)
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6. The following are short answer questions. Always provide justification for any answers. You

may use examples as part of your explanations, but if you are asked to “explain” your answer
must contain words. (6 points each)

a. Give an example of a 6x4 matrix with a non-trivial solution. )
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b. Explain how multiplying a matrix by a constant changes the determinant.
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c. Explain why the vectors in the null space of an mxn matrix must be in R".
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d. Explain why if an nxn matrix has n pivot positions, it cannot have 0 as an eigenvalue.
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e. Explain why the properties of linear transformations and vector spaces are so similar.




f.  Define the term isomorphism. Give an example of two spaces that are isomorphic to
one another.
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g. Define the term dimension. What does it mean for a space to have 3 dimensions? What
does it mean for a space to have infinite dimensions?
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. Explain the relationship between a vector 7 in R", W a subspace of R", 9, y; which are
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