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Math 2568, Exam #2, Part 1, Summer 2013 Name // (’

Instructions: On this portion of the exam, you may NOT use a calculator. Sh
be supported by work to receive full credit,

1. Compute the determinant by the cofactor method. (10 points)
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2. Compute the determinant by using row operations. (7 points)
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3. Giventhat A and B are n x n matrices with det A = -4 and det B = 3, find the following. (3 points
each)

) (4)(3) -2 e = gt g

-1y i l 2 2—“
b) det(A™) L’l e) det (%A) C/g_,) L-L()

¢) det (-ABY) s, [ det (ABA) ("‘ LO (.3} ("'O - L(g
G “
Y () (3)-

1 0 1 2 7 3 5 ~1 4 ]
2 1 =3 1 2 0 16 2 17 5
4. Assume that 4 = and B = and
-2 2 0 3 1 0 0 42 -13 =33
35 -1 4 1 0O 0 0 17 =113

51 0 0 0 -176
0 51 0 0 358
(= are row equivalent.
0 0 51 0 -145
0 0 0 17 —113

a. Find a basis for the column space of A. (5 points)
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b. Find a basis for the null space of A. (7 points)
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5. Determinejf each statement is True or False. (2 points each)

Det(-1A) is always equal to -1Det(A). (=" # | cgd., odd_in

Row operations do not change the determinant of a matrix.

The determinant of a triangular matrix is the sum of the entries on the diagonal.

pmM"

If {u, v, w,x,y,z} is linearly independent, then none of the vectors are in R3

or any smaller dimension space.

If Aand B are m x n matrices, then both AB" and A" B are defined.

Det(A+B) = Det(A) + Det(B).  £X. c‘p ?I dak=1t [—— c: ’ot dak =1 .
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If {vl, . vp} is linearly independent, then so is {vl, cees vk} where k<p.
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The pivot columns of a matrix are always linearly independent.

The set of all even functions is an example of a vector space.

If A and B are row equivalent, then their column spaces are the same. TMOWQ
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The vector space P, and R™' are isomorphic. ' 1

A linearly dependent set in a subspace H that spans the space is a basis for H.
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The null space of a matrix is a subspace of the domain of the matrix.

There are only three conditions a vector space must satisfy: it must be closed
under additior)’closed under multiplication, and must contain the Zero vector.

The kernel of a transformation is the space in the range that the matrix maps
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'Math 2568, Exam #2, Part 2, Summer 2013

Name

Instructions: On this portion of the éxam, you may use a calculator to perform elementary matrix
(reproduce the reduced matrices from your calculator) or

operations. Support your answers with work

other justification for full credit.

1. Determine if the following sets are linearly independent or dependent. If the sets are
dependent, find a basis for the subspace spanned by the vectors. Is the set a basis for the entire

vector space? (R* or R® or P, respectively) (4 points each)
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2. Consider the linear transformation T: p(t) € P, = P(t) € P defined by T(p(t)) = P(¢t) =
f; p(x)dx. Use this information to answer the following questions.

a. Ifatypical polynomial in P, is given by p(t) = Qg +art + axt? + azts + a,t*, write p(t) as
a vector g in R®. (2 points)
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b. Perform the transformation as defined on p(t) to obtain P(t) and write the resulting

polynomial as a vector P in RS, (6 points)
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c. Given that you are apping from R® » R®, how big will the matrix of this linear
transformation be? (2 points)
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d. Using this information, write a linear transformation matrix A that can map Ap = P. (5 points)
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e. Is your matrix one-to-one or onto (or both or neither)? Justify your answer. (4 points)
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3. Given the basis for R* to be &= [ ] l 1 ] [ 2”, find the representation of the three standard

(4] i
basis vectors ” J [ ] [ ” in the new basis. Notate each solution as ley]; = [az (8 points)
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4. Given the vector [¥]p = [—32], find the vector X in the standard basis given the basis
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5. Prove that the following subsets are, or are not, vector spaces. (6 points each)
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b. V = {set of polynomials defined by at + bt? + ct5:a, b, ¢ real}
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6. For each of the following questions, provide a short explanation with theoretical justifications.
(4 points each)

a. Explain why det(AB)=det(BA) but AB#BA.

AHPBY = et h- fet . Thsae ane recd #5ard
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but Ap £Bp oprualiy.
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b. How are the number of vectors in Nul A related to the number of vectors in Col A? Explain
why, in your own words, that this should be true.
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