
Week 7 Code Examples, CSC 400, Spring 2024 
 

1. DBSCAN 
2. BIRCH 
3. SOM 
4. Fuzzy C-Means 
5. Mean Shift Clustering 
6. OPTICS 
7. Visualization 

 
DBSCAN 
 
We’ll start by loading packages and a practice dataset. Then we’ll visualize it. 
 

 
We can use the dbscan function in the fpc package, but since there is also one in the dbscan package 
with the same name, we specify which package version we mean. 
 

 
 
We can print the results, including which cluster each point belongs to. If it’s not in a cluster, it’s coded as 
0, which is either noise or an outlier. 
 

 
 
We can also try to optimize parameters for the best fit. 
 

 
 
Reference [2] includes an additional example using the iris dataset. 
 
 
 



BIRCH 
 
We will look at a simple example with simulated data. 
 

 
 
SOM 
 
We’ll look at a SOM model using some simulated data. First, we create our data. 
 

 
 
Now, we load our packages and create the SOM model. 
 

 
 
We can compare the results of the data before and after the model. 
 

 



Next question is how many clusters should we have?  
 
Here’s another example on a wine dataset. 
 

 
 
Fuzzy C-Means 
 
We need to load packages and the data. We’ll examine the data before we begin. 
 

 
 
We can create our model one time, or several times for comparison: because it’s fuzzy, it might produce 
slightly different results each time. 
 

 



 
 
We have several options for visualizing the results. 
 

 
 
We can analyze and validate the model with several tests.  
 

 
 
We can also look at properties like the gap index, Davies-Bouldin’s index and the Calinski-Harabasz 
pseudo F-statistic. 
 

 
 
 
 



Mean Shift Clustering 
 
Start by loading the libraries. We’ll create some sample data to do this example. 
 

 
 
We run the mean shift algorithm with different parameter settings. 
 

 
 

 
 

 



 
 

 
 
We can tally and compare the results. 
 

 
 

 
 
In another example, we can try to look at how the centers converge. 
 



 
 

 

 
 
 
 



OPTICS 
 
To test this package, we import our libraries and create some simulated data. 
 

 
 

 
 
We create a function to run our OPTICS algorithm and recreate our plots. 
 

 
 
Finally, run the function. 
 

 
 
We can change the clustering result by changing the resolution. 
 

 
 
We can look at a second example with points in a different configuration. 
 



 
 
Run and plot the model (now that it’s already set up, this is easy). 
 

 
 
Resources: 

1. https://data-flair.training/blogs/clustering-in-r-tutorial/ 
2. http://www.sthda.com/english/wiki/wiki.php?id_contents=7940 
3. https://search.r-project.org/CRAN/refmans/stream/html/DSC_BIRCH.html 
4. https://medium.com/@noel.cs21/balanced-iterative-reducing-and-clustering-using-heirachies-

birch-5680adffaa58 
5. https://www.shanelynn.ie/self-organising-maps-for-customer-segmentation-using-r/ 
6. https://mutmainnahdj.medium.com/self-organizing-maps-using-r-studio-f7de43e16819 
7. https://rpubs.com/rahulSaha/Fuzzy-CMeansClustering 
8. http://meanmean.me/meanshift/r/cran/2016/08/28/meanShiftR.html 
9. https://www.kaggle.com/code/pmcgovern/optics-example-in-r 
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