
Week 6 Code Examples, CSC 400, Spring 2024 
 

1. Hierarchical Clustering 
2. Agglomerative Clustering 
3. Spectral Clustering 
4. Visualization 

 
Hierarchical Clustering 
 
We’ll start with a short example of hierarchical clustering on the mtcars dataset. Clustering is normally 
done on data with no labels, so unlike classification, we have nothing to match. We’ll use the Euclidean 
distance here, but this is not the only option. Another step to consider is rescaling the data.  
 

 
 
Agglomerative Clustering 
 
We load the data and split off X and Y (response). Since we are clustering, we won’t use Y until we are 
comparing in a semi-supervised process. 
 

 
 
We build our model and plot the resulting dendrogram. 
 

 
 
We can change the way that the clusters are collected. 



 
 

 
 
Spectral Clustering 
 
Let’s look at some example data. 
 

 
 
We then build the similarity matrix. 
 

 
 
And then we build the affinity matrix. 
 



 
 
Then we need to complete the math for the process. 
 

 
 
The plot produces two clusters, but let’s visualize this in the context of the original data. 
 

 
 
The package kernlab has all this programming in one built-in function. 
 



 
 
 
 
 
Resources: 

1. https://www.r-bloggers.com/2016/01/hierarchical-clustering-in-r-2/ 
2. https://uc-r.github.io/hc_clustering 
3. https://www.di.fc.ul.pt/~jpn/r/spectralclustering/spectralclustering.html 
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