
CSC 400, Data Analysis #2, Spring 2024  Name ___________________________________________ 
 
Instructions: More information on expectations for the report can be found in the general directions for 
the data analysis sets. In this document, the specifics for the individual assignment will be discussed. 
Students are responsible for both the requirements in the general directions, and for the specific 
directions discussed below. 
 
Topic 1: Binary Classification 
 
Install the package {mlbench}, and download the Ionosphere dataset. 
 

 

 

 
 

 
 
Compare two binary classifiers (such as logistic regression and SVM). Use a confusion matrix to compare 
the results. Describe the process, and why you chose these particular classifiers. Also discuss any 
hyperparameters that had to be set, any required rescaling, etc. You may use a classification method that 
is not strictly binary, however, if you use it here, you must select a different one for Topic 2. Create 
appropriate graphs to visualize the results. 
 
 
Topic 2: Non-binary classification 
 
Also from the {mlbench} package, download the Glass dataset. More information can be found here: 
https://machinelearningmastery.com/machine-learning-datasets-in-r/ 

 
 

 

https://machinelearningmastery.com/machine-learning-datasets-in-r/


 
Select two classification methods that can handle more than two classes (for example, KNN and Random 
Forest). Set up both models and compare the results with a confusion matrix. Create appropriate graphs. 
Describe any hyperparameters that had to be set and anything you did to improve the results of your 
model. 
 
Consider one additional model, in addition to the two you used. You don’t have to run this third model, 
but consider the potential advantages or disadvantages of this alternative approach over the two you 
used. 
 
 
You may include your code in an appendix for separate file, but the report of approximately 10 pages 
should focus on the analysis. It should look professionally formatted. Raw code and raw output is 
frowned upon. 


