Stat 2470, 2/26 Discussion Questions Name

Instructions: Attempt to answer these questions by reading the textbook or with online resources
before coming to class on the date above.

1. What is the formula for the kth moment of the distribution?

E(xs) = LS5 -
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2. To estimate one parameter, we need to find E(X) = Zr—f—‘ and use that to estimate the single

parameter (in combination with formulag for how the parameter related to the expected value
of the function from Chapters 3 and 4). What if we need to find two parameters? What two

moments do we need then? What formula do we know that involves a combination of the first
and second moments?
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Read the handout related to maximum likelihood|functions posted in Blackboard rather than the
textbook for the next section of questions.

3. How do we find L(f; 8) to estimate the value of the parameter 6?
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4. How do we find the most likely value for @ from this probability function?

L dee Al | doswetort get =0 v sole v O

5. Review hofv\r to take the derivative with the product rule and chain rule, along with partial
derivatives for the rest of this section.

(fa) = f9+qf
Flw' = #06-of




