
Lecture 6, MTH 400, Fall 2024 
 
Cleaning Data: Handling Missing Values 
 
In R, you can use various techniques and packages to study the impact of missing values or imputations 
on your data analysis. Here's an overview of some common approaches: 

1. Missing Data Analysis: 

• Visualize missingness: Use packages like vis_miss or VIM to create visualizations that display 
the pattern and extent of missing values in your dataset. 

• Investigate missingness mechanisms: Explore whether missingness is related to certain 
variables or has a specific pattern (e.g., missing completely at random, missing at random, or 
missing not at random). You can use techniques like Little's MCAR test (naniar package) or 
statistical tests based on imputation models (mice package). 

• Analyze complete cases: Perform analysis on the subset of complete cases (i.e., rows without 
missing values) to understand the potential bias introduced by missing values. This can be 
done using the complete.cases() function or by subsetting the data. 

2. Imputation Analysis: 

• Compare imputation methods: If you've imputed missing values, compare different 
imputation methods (e.g., mean imputation, multiple imputation) to assess the impact on 
the results. You can use functions like mice() or Amelia() to perform multiple imputations 
and compare the imputed datasets. 

• Sensitivity analysis: Conduct sensitivity analysis by performing analyses with multiple 
imputed datasets and examining the variability of the results. Packages like mice provide 
tools to perform sensitivity analyses and combine the results across imputations. 

• Assess imputation quality: Evaluate the quality of the imputations by comparing imputed 
values with observed values. You can use measures like Root Mean Squared Error (RMSE) or 
mean absolute error to assess the accuracy of imputations. 

3. Analyzing Impact: 

• Perform analyses on imputed data: Conduct your analysis on the imputed dataset(s) to 
understand the impact of imputation on the results. This could involve running regression 
models, hypothesis tests, or other statistical analyses using packages such as stats, lme4, or 
glmnet. 

• Compare results: Compare the results obtained from the analyses on the imputed data with 
those obtained using complete cases or other methods (e.g., listwise deletion). This allows 
you to evaluate whether the imputations have a significant impact on your findings. 

Remember that the choice of analysis and techniques will depend on the specific context and goals of 
your study. It's important to carefully consider the limitations and assumptions associated with missing 
data and imputation methods to make informed conclusions about the impact on your analysis. 
 
Imputing missing values is a common task in data preprocessing. There are various methods to handle 
missing data in R, each with its own advantages and disadvantages. Here are some commonly used 
methods: 

1. Mean/Median/Mode Imputation 
Mean Imputation: 
Replace missing values with the mean of the column. 

Example: 
 



data$column[is.na(data$column)] <- mean(data$column, na.rm = TRUE) 
 

Median Imputation: 
Replace missing values with the median of the column. 

Example: 
 
data$column[is.na(data$column)] <- median(data$column, na.rm = TRUE) 
 

Mode Imputation: 
Replace missing values with the mode of the column. 

Example: 
 
mode_value <- as.numeric(names(sort(table(data$column), decreasing = TRUE)[1])) 
data$column[is.na(data$column)] <- mode_value 
 

• Advantages: Simple and fast to implement. Easy to understand. 

• Disadvantages: Can distort the variance and relationships between variables. Not suitable for 
data with a high proportion of missing values. 

 
2. Last Observation Carried Forward (LOCF) and Next Observation Carried Backward (NOCB) 

LOCF: 
Replace missing values with the last observed non-missing value. (suitable for time series) 

Example: 
 
library(zoo) 
data$column <- na.locf(data$column) 
 

NOCB: 
Replace missing values with the next observed non-missing value. 

Example: 
 
data$column <- na.locf(data$column, fromLast = TRUE) 
 

• Advantages: Useful for time series data. 

• Disadvantages: Can introduce bias if the data trend changes over time. 
 

3. Linear Interpolation 
Replace missing values with interpolated values based on neighboring points. 

Example: 
 
data$column <- na.approx(data$column) 
 

• Advantages: Maintains the trend and continuity of the data. 

• Disadvantages: Assumes a linear relationship, which may not always be appropriate. 
 

4. K-Nearest Neighbors (KNN) Imputation 
Use the values of the nearest neighbors to impute the missing values. 



Example: 
 
library(VIM) 
data <- kNN(data) 
 

• Advantages: Takes into account the similarity between observations. Can handle both numerical 
and categorical data. 

• Disadvantages: Computationally intensive. Sensitive to the choice of k and the distance metric. 
 

5. Multiple Imputation 
Replace missing values with multiple sets of plausible values to reflect the uncertainty about the 
right value to impute. 

Example: 
 
library(mice) 
imputed_data <- mice(data, m = 5) 
complete_data <- complete(imputed_data, 1) 
 

• Advantages: Provides a more accurate representation of the uncertainty associated with missing 
data. Generates multiple imputed datasets that can be used for analysis. 

• Disadvantages: Computationally intensive. Requires careful interpretation and pooling of results. 
 

6. Using Predictive Models 
Use machine learning models to predict and impute missing values. 

Example (using random forest): 
 
library(missForest) 
data <- missForest(data)$ximp 
 

• Advantages: Can capture complex relationships in the data. Generally provides more accurate 
imputations. 

• Disadvantages: Computationally intensive. Requires a significant amount of data to train the 
models effectively. 

 
7. Using Domain-Specific Rules 

Replace missing values based on domain knowledge or specific rules. 
 

• Advantages: Tailored to the specific context and can be very accurate. 

• Disadvantages: Requires domain expertise. Not always generalizable to other datasets or 
contexts. 

 
Each method has its own strengths and weaknesses. The choice of imputation method depends on the 
nature of the data, the proportion of missing values, and the specific context of the analysis. It's often 
beneficial to try multiple methods and compare their impact on the analysis results. 
 
Handling missing values through removal or imputation can introduce several kinds of biases into a 
dataset. It's important to be aware of these biases to make informed decisions and mitigate their 



impacts where possible. Here are some common biases associated with removing or imputing missing 
values: 
 
Biases from Removing Missing Values 

1. Selection Bias: 

• Description: Removing rows or columns with missing values can result in a non-
representative sample of the population, especially if the missingness is not random. 

• Impact: This can skew the analysis and lead to incorrect conclusions because the remaining 
data may no longer accurately reflect the overall population. 

• Example: If high-income respondents are less likely to disclose their income, removing rows 
with missing income data could lead to underestimating average income. 

2. Reduction in Statistical Power: 

• Description: Removing data reduces the sample size, which can decrease the power of 
statistical tests and the reliability of the results. 

• Impact: Smaller sample sizes can lead to less precise estimates and a higher likelihood of 
Type II errors (failing to detect a true effect). 

• Example: In medical studies, removing patients with missing follow-up data might reduce the 
ability to detect a treatment effect. 

3. Biases from Imputing Missing Values 

• Imputation Bias: 

• Description: The method used to impute missing values can introduce bias if the imputation 
model does not accurately reflect the underlying data distribution. 

• Impact: Imputed values that are systematically too high or too low can skew results and lead 
to incorrect inferences. 

• Example: Using mean imputation can reduce variability in the data and may not capture the 
true relationship between variables. 

4. Overfitting: 

• Description: Using complex models for imputation (like machine learning models) can lead 
to overfitting the observed data, especially if the imputation model is too flexible. 

• Impact: Overfitted models may not generalize well to new data, leading to poor predictions 
and unreliable imputations. 

• Example: A random forest imputation model that is too finely tuned to the training data may 
not perform well on new, unseen data. 

5. Underestimation of Variance: 

• Description: Simple imputation methods like mean, median, or mode imputation often 
underestimate the variability in the data because they replace missing values with central 
values. 

• Impact: This can lead to overly optimistic confidence intervals and p-values, increasing the 
risk of Type I errors (false positives). 

• Example: Imputing missing income data with the mean income can make the dataset appear 
more homogeneous than it actually is. 

6. Ignoring the Uncertainty of Imputation: 

• Description: Single imputation methods do not account for the uncertainty around the 
imputed values. 

• Impact: This can lead to overconfident estimates and underestimations of standard errors. 

• Example: Multiple imputation methods address this by generating multiple datasets with 
different imputed values and combining the results to reflect imputation uncertainty. 



7. Pattern of Missingness Not Accounted For: 

• Description: If the missing data mechanism (Missing Completely at Random (MCAR), Missing 
at Random (MAR), or Missing Not at Random (MNAR)) is not correctly identified, the 
imputation model might be inappropriate. 

• Impact: This can lead to biased imputations and distorted relationships between variables. 

• Example: If data are MNAR and imputed as if they were MCAR, the imputed values might 
not accurately reflect the missingness mechanism. 

 
Best Practices to Mitigate Biases 
 

1. Understand the Missing Data Mechanism: Investigate why data are missing (MCAR, MAR, MNAR) 
and choose imputation methods accordingly. 

2. Use Multiple Imputation: Multiple imputation methods (e.g., using the mice package) generate 
several imputed datasets and combine results to account for imputation uncertainty. 

3. Model-Based Imputation: Use regression models or machine learning techniques that 
incorporate other variables in the dataset to make more accurate imputations. 

4. Sensitivity Analysis: Perform sensitivity analyses to assess how different methods of handling 
missing data affect the results. 

5. Retain Original Data: Keep track of which values were imputed and use this information in 
subsequent analyses to understand potential biases. 

 
By carefully considering the method of handling missing data and its potential biases, analysts can make 
more informed decisions and produce more reliable and valid results. 
 
 
Resources: 

1. https://bookdown.org/rwnahhas/IntroToR/exclude-observations-with-missing-data.html 
2. https://bookdown.org/martin_shepperd/ModernDataBook/C5-Cleaning.html 
3. https://www.appsilon.com/post/imputation-in-r 
4. https://www.analyticsvidhya.com/blog/2016/03/tutorial-powerful-packages-imputing-missing-

values/ 
5. https://www.geeksforgeeks.org/how-to-impute-missing-values-in-r/ 
6. https://libguides.princeton.edu/R-Missingdata 
7. https://library.virginia.edu/data/articles/getting-started-with-multiple-imputation-in-r 
8. https://www.r-bloggers.com/2022/03/imputing-missing-values-in-r/ 
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