This network has N = 8 vertices and M = 8 edgesL so redundancy R
=1 |

!
To find a spanning tree, we will have to discard an edge.

I

XK

21



Five edges are bridges (red) and so must remain. The other three
edges form a circuit of length 3, and we can discard any edge.

XK
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BG.

In more complicated situations, the procedure is the same — we need
to bust up circuits.

XK
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J

N = 8 vertices and R
M= 11 edges in -
this weighted e
network.

Here is a weighted network with N = 8 and M = 1 1, so redudancy R
=4,
|

|

Our goal is to find the minimum spanning tree of lthe network.

|

There are many different spanning trees, and we 40n’t want to list
them all, so let’s develop a strategy here... |

XK
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Circuit A,B H,A
can be broken by

removing AB, BH,
or HA.

it ool

Here, we look at the first circuit to bust.

K
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Clearly, remove
BH, the most
expensive.
Continuing with
each of the
circuits, we find...

Clearly, get rid of the most expensive.

How about in ABCDHA?
DFGD?
DFED?

K
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o

...the minimum
spanning tree

This is the minimum spanning tree.

But the business of looking for circuits and dropp}ing links is a little

tedious. There is an easier way.

XK
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Almost like Cheapest-Link Algorithm

Choose the cheapest available edge
May not form a circuit
(3 or more edges at a vertex is OK)

Kruskal, an American mathematician, who first groposed the
algorithm in 1956,

l
>€ Recall the cheapest-Link algorithm. This is a t)it like that, but
there are some essential difference, too.

2K Like the cheapest Link algorithm, choose the T;heapest link

l

3¢ 3K forming no circuits

€ But 3 or more edges at a vertex is OK.

Let’s try it.

K
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Cheapest edge is

AB, with a cost = )
of 3 " Z \ ) ¢

Cheapest edge is AB, with a cost of 3

What is the next edge?

31



Cheapest edge is
DE, with a cost

of 4

DE, with a cost of 4

And next?

XK
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Cheapest edge is
AH, with a cost
of| 5

G

AH for 5

Next?

P
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Cheapest edge is o

CD, with a cost 7 :
of 6 " \J «

CD costing q,

And next?

XK
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Cheapest edge is
DF, with a cost
of 7

DF at 7,

-Next?

XK
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Cheapest edge is
FG, with a cost
of 8

FGat 8

And next?

K
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And finally, edge
BC, with a cost
of 9

Finally, BC with a cost of 9

XK
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S0 we have the A
minimum s /7 | N\Uo
spanning tree, at / \
a cost of 42. ‘ b

So we have the minimum spanni#lg tree at a cost of 42

K



What is truly remarkable about Kruskal,
is that unlike the Cheapest-Link
Algorithm,

It always producq's,an optimal solution!

€ What is truly remarkable about Kruskal, is that unlike the

Cheapest-Link Algorithm, Y€ It always produces an optimal
solution! |

PN
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Agun Linda

Caiman El Darada

Lauarani

Let’s revisit the Amazon...

XK
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We choose the cheapest link: iGFat a
cost of $42 million
- C

K
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Q

Next are BD at $45 million and AD at
$49 million.

XK
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What do we do in this case?

Next, there is a tie for $51 million
between AB and DG,
P

|
|
l
|
|

If both are OK, choose one at random. But in thi% case...

o
%
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o

We rule out AB, and choose DG.

| |
We rule out AB (why?) and inste?ad choose DG.

XK
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3 |
Next is CDat $53 million.

45




The next cheapest, BC($55 million) and
CF ($56 million) would each create a
circuit. q

w K

We need to rule out BC and CF,



-

b

|
|

Nextis CF at $59

million.

PN
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That was the 6 edge, so we are done!

Cost

$ 42m
45m
49m
51m
53m
59m

$299m

And we are done, at a cost of $299 million. We drop the‘remaining links.

b4
2%



Kruskal’s algorithm is easy to implement.

Kruskal’s algorithm is an efficient
algorithm.

Kruskal’s algorithm is an optimal
algorithm.
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