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Crsunrin

This network has N: 8 vertices and M: g edgesi so redundancy R- 1
i

To find a spanning,tree, we will have to discard uj, eOge.

\\r'r'\
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Five edges
edges form

bridges (red) and must remain. other three
circuit of length 3, we can di any edge.

\r'r'\



BC, or
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CG, or

\\t
l\\
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BG.

same - we need

\r'r'\



Here is a weighted network with N = g and M: 11, so redudancy R: 4 ,  l '

l
I

I
ffthe network.

j

j

{on't want to list
i

Our goal is to find the minimum spanning tree o

There are many different spanning trees, and we
them all, so let's develop a strategy here...

\\r'r'\
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Here, we look at the first circuit to bust.

\r'r'\
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lhlin i munr Spttn n ing Trees

{r Clearly/ remove
BH, the most
expensive.

*, Continuing with
each of the
circuits, we find...

Clearly, get rid of the most expensive.

How about in ABCDHA?

DFGD?

DFED?

\r'r'\
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t  f .

t'V'l tr n I {17 lt tI? J/.ltttt ft Ing

$. . . the min imum
spanning tree

l 0

This is the minimum spanning tree.

But the business of looking for circuits and dropling links is a little
tedious. There is an easier wav. 

' ^ 
|

\r'r'\\
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Kruskal, anAmerican mathematician, who first flroposed the
algorithm in 1956. I

I
)( Recall the cheapest-Link algorithm. This is a lpit like that, but
there are some essential differenoe" too.

)( Like the cheapest Link algorithm, choose the pheapest link
I
l
I

>( >( forming no circuits

)( But 3 or more edges at a vertex is OK.

Let's try it.

\r'r'\
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fr r'crs e t/ ',s .,,1 f {t_s r ith nr
q* Cheapest edge is

AB, with a cost
o f3

Cheapest edge is AB, with a cost of 3

What is the next edge?

\r'r'\
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{r Cheapest edge is
DE, with a cost
o f4

DE, with a cost of 4

And next?

\\r'r'\
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o Cheapest edge is
Alyl, with a cost
ofl 5

l

l

AH for 5

Next?

\r'r'\



CD costine 
{,

And next?

\r'r'\
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o Ctleapest edge is

DF at7,

Next?

\r'r'\



,ff rsdskcri '.1 tl I ga r ith nr

t* Cheapest edge is
FG,
o1'B

with a cost

F G a t 8

And next?

\r'r'\
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r\ l'"r r"l' eri 
'-l' ,:i t'. go r it h rfi

*rAnd finally, edge
BC, with a cost
o f 9

Finally, BC with a cost of 9

\r'r'\\
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o S0 we have the
minimum
spanning tree, at
a bost af 42.

Sb we have dfre minimum spanni{rg tree at a cost

\r'r'\



t
I

oVV[hat is truly remflrkable abo
islthat unlike the Fheapest-Li'AlBorithm, i
nitt always produc{s an optimal

I

, Kruskal,

)( What is fruly remarkable ab
Cheapest-Lihk Algorithm, X It
solution! r

unlike the
an optimal



Let's revisit the Amazon,..



..{C,\'ilntf Kruskul

{*We choose the cheapest link: lGFata
cost of $42 million

C

\r'r'\\
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mil l ion an



What do we do in this case?
l
I

If both are OK, choose one at random. But in thi! case...
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We rule out

\\r'r'\

I

(why?) and inst{ad choose DG.



I

o Nlext is CDat $53 million.
' I



*pThe next cheapest, BC ($55 fiillion) and
6F($56 million) would each cfeate a

We need to rule out BC and CF,

\r'r'\\
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i
o \ext is 6Fat $59i million.

\ 5 6



,{ Cl,fu {t {!tl Kr*uskul

qr That was the 6th edge, so we Fre done!
I Cost

$ 42m
45m
49m
51m
53m
59m

$299m

And we are done, at a cost of $299 million. We drop thelremaining links.
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A,f i s'g irw;slrr,5l? # t,r t't i tt g Tr ec

{.} Kruskal's algorithm is easy to iimplement.
{* Kruskal's algorithm is an efficipnt

algorithm.
sp Kruskal's algorithm is an optifial

algorithm.

\\r'r'\
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